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Abstract

It is known that nondeterministic finite automata (NFA)
minimization is computationally hard. For instance, find-

ing a minimal NFA given a deterministic finite automaton

is PSPACE-complete [19]. Also, it is known that minimal
NFAs are not identifiable in the limit from polynomial time
and data [7] and they are also not efficiently approximable
[11]. However, there are some successful induction algo-
rithms presented in the literature, including DeLeTe2 [9] and
Nondeterministic Regular Positive Negative Inference [1], or
the state merging methods discussed in [6, 10]. Moreover,
there are also solutions transforming the induction problem
into the constraint satisfaction problem (CSP) [14, 15, 16,
17, 18, 22], which we follow here.
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In the paper, we deal with finite automata, which are im-
portant for numerous practical applications [23, 24, 25].
The automata are finite, nondeterministic, minimal and
consistent with the given sample S = (S4,S_). This
means that they accept all words from set S (examples)
and reject all words from set S_ (counterexamples), and
no two states can be merged together without losing the
consistency. The automata are defined by the quintuple
A= (Q,%,6,q0,Qr), where Q is the (minimal) finite set



of states, ¥ is the input alphabet, § : Q x £ — 29 is the
transition function, gy € @ is the initial state and Qr C Q is
the set of final states [13].

In order to find a minimal NFA we set k = 1,2, ... and ask
whether there exists a k-state automaton consistent with
the given sample S. We propose and evaluate selected
variable ordering methods used in the CSP formulation of
the problem [15, 18, 22]. Additionally, to assess how the
sizes of sets S} and S_ affect the performance, we con-
sider the samples for which |S | = |S_|, |S+| > |S_]| and
|S4| < [S—] hold.

The proposed variable ordering method min-max-ex se-
lects first the variables appearing most frequently in the
shortest (in the number of product terms) constraints re-
lated to the examples. Zero is assigned before one, to each
selected variable. For zeros, the constraints related to ex-
amples are checked first, for ones, we start with the other
constraints. The method min-max-cex selects the most
frequent variables appearing in the shortest constraints
related to counterexamples. It also assigns ones before
zeros, consequently reversing the order in which the con-
straints are checked against possible contradictions. In both
methods we require only one type of constraints to be ex-
plicitly satisfied, with the other satisfied implicitly provided
that no contradictions exist.

In the experiments we compared the two proposed meth-
ods with the well-known deg method [8], which is based

on the decreasing number of constraints the variable is in-
volved in (degree). The alternative methods include weight-
and impact-based methods [4, 20], domain-size based
method dom [12], and various combinations of dom and
degree-based methods, which follow the dom heuristic but
in case of ties use the variable degree [3, 5, 21].

The experiments involved 300 input samples constructed
from the randomly drawn sets of amino acid sequences [2].
The number of sequences belonging to the set of examples
(resp. counterexamples) was 5 (resp. 45), 25 (resp. 25),
and 45 (resp. 5), for the samples, for which |5, | < |S_],
[S+] = |S—],and |S+| > |S_| hold. The induction al-
gorithm was implemented in Java and was run on an Intel
Xeon E5-2640 2.60GHz processor with 16 logical cores and
8 GB RAM. The induced automata had 2-4 states.

We found 296 NFAs, failing in case of 4 balanced samples
(with the time limit of 3 hours). The analysis of the success
ratesr = S/N - 100%, where S is the number of solved
samples and N = 100 is the total number of samples,
shown that the proposed methods prevail mainly in case of
balanced samples (r = 82% for min-max-ex, as compared
tor = 69% for deg), which generally turned out to be the
hardest samples. On the other hand, based on the mean
and median run times, we observed that the min-max-ex
method is better when |S, | < |S_| holds, while min-max-
cex is the fastest for the cases in which |5, | > |S_| is true.
This was expected, since the respective imbalanced sam-
ples favor these methods by shortening the ordering time
(as they operate on examples or counterexamples only). It
is also worth to note that for all samples, the mean values
for the best- and worst-performing methods, differed by an
order of magnitude or more (take as an example the mean
times for the balanced samples, being 5 s, 57 s and 110 s,
for min-max-cex, deg and min-max-ex, respectively).

To conclude, let us underline that the results for imbalanced
samples are important, since it is not uncommon that we
know just a few factors causing a disease (set S) and
much more factors that are not responsible for this partic-
ular disease (set S_). Hence, being able to classify these
factors efficiently and correctly using the induced NFAs, can



be of help in some bioinformatics tasks. To improve the in- 7. C. de la Higuera. 1997. Characteristic sets for
duction efficiency further, we think it is worthwhile to work polynomial grammatical inference. Machine Learning
on some hybrid algorithms, combining different ordering Journal 27 (1997), 125—-138.

methods, such as the ones proposed in [17]. 8. R. Dechter and I. Meiri. 1989. Experimental Evaluation

of Preprocessing Techniques in Constraint Satisfaction
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